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Abstract

Application performance prediction is an integral component of the control loops that form the backbone of an autonomic system. As an example, a self-managing system must be able to predict if a dynamic resource request will meet service level objectives. In this paper we propose and validate a service management architecture for a web services environment. The architecture allows a client application to interact with a service manager, request a performance prediction for a web service, execute the web service, and have the client return the actual performance to the service manager. The service prediction takes into account both network delays as well as server delays. Both analytic and time-series based models are employed. We report on our progress to date in the development and usage of such models in a WebSphere-based service management application.

1. Introduction

Corporate IT professionals struggle with complex and evolving information systems on a daily basis. Autonomic computing addresses the complexity of today’s IT environment and is positioned to meet future on demand environments by providing self-managing systems. Application performance prediction is an integral component of the monitor, analyze, plan and execute control loops that form the backbone of an autonomic system. As an example, a self managing system must be able to predict if a resource request can be fulfilled while still meeting service level objectives. As Figure 1 suggests, application performance prediction, performance monitoring and resource management are fundamental to service management.

The current Web Services framework consisting of the Web Services Description Language (WSDL), the Universal Discovery, Description and Integration (UDDI) service registry and the Simple Object Access Protocol (SOAP) supports e-business on the Internet [1,2,3,4,5,6]. Autonomic computing is synergistic with Web Services in that both facilitate the deployment of systems that require minimal human intervention. Methods and frameworks for SLA management in a Web Services environment have been proposed [7,8,9]. However much of this prior work has focused on creating language constructs and systems that automate the definition, negotiation and enforcement of SLAs. There has not been a significant effort to couple Web Services management with performance prediction.

In this paper we propose and validate a service management architecture for a Web Services environment that is based on application prediction. A client application interacts with the service manager, requests a performance prediction for a web service, executes the web service, and then informs the service manager of achieved performance. We focus on transactions and we assume that the service level
The construct presented to a client is a simple response time making the SLA language trivial. The service prediction takes into account both network delays and server delays. Both analytic and time-series based models are employed.

We further show that the proposed service management architecture facilitates the deployment of autonomic capabilities. For example, assume that an Autonomic Element (which consists of an autonomic manager and managed elements [10,11]) is responsible for the adequate provisioning of a system to meet service level objectives. The service manager can accept a client request, and based on client performance requirements and predicted results, either accept (possibly with system reconfiguration), renegotiate or decline the request. Given a system that provides resource provisioning controls, our architecture can be readily adapted for this environment. We use a more practical application of our service management architecture. We develop an Autonomic Element whose function is to detect malicious Denial-of-Service attacks. Once detected, the Autonomic Element can take appropriate action including adjusting firewall rules, rate-limiting certain incoming or outgoing traffic, switching server IP addresses or simply generating an alert.

The remainder of the paper is organized as follows. In section 2 we present the service management system architecture. In section 3 we discuss the analytic and time-series models used for application performance prediction. In section 4 we present the results of our analysis of the system. In the last section we summarize conclusions and future work.

2. System Architecture

Figure 2 illustrates the system architecture. Client applications request a service from a Web Services provider. The client asks the service manager for the predicted performance. The service manager interacts with the system and, based on current conditions, computes and returns a performance prediction to the client. The client executes the service and optionally sends the achieved performance results back to the service manager.

To simplify the language used to describe service performance objectives, we classify services by server type. Web servers, FTP servers, database servers, e-commerce servers, audio-video servers and compute servers are best assessed using response times. FTP servers are assessed with throughput, audio-video servers are assessed by packet delay and loss and compute servers are assessed using an instructions per second metric. In this paper we focus on transaction oriented services where, regardless of the complexity of the transaction, the performance construct at the client reduces to a single response time measure. The simplest service is an HTTP GET operation from a Web server. We refer to this as a single level transaction. A more complex application is a Web Service that involves multiple servers (as illustrated by Figure 2). We will refer to the target service as the target Web Service in this paper even though the service might be an HTTP transaction. In a complex Web Service, we refer to all additional services that are invoked in response to the top level target Web Service as embedded services. We also use the term transaction interchangeably with service.

Figure 3 illustrates a model of the transaction illustrated in Figure 2. A single request to the target server \( S_{1,1} \) from the client involves two levels of additional transactions. We model the total delay by decomposing the Web Service into individual transactions each having a network and server delay component. The service can be modeled as a form of a graph\(^1\). The root represents the client and the first descendent of the root represents the target Web Service. All other vertices in the graph represent further transactions that are invoked to fulfill the original client request. The tree edges represent the services at the end of a chain of transactions. A cost

---
\(^1\) The transaction model is not a true tree since there can be cycles in the graph.
(i.e., in terms of predicted delay) is computed for each edge. By finding the breadth-first search tree, the total delay will be the cost of the path with the maximum cost [12]. The graph tree model assumes that a Web Service calls all embedded services concurrently. Since the services compute their delay (at the request of the service manager), it is trivial for a service to take into account synchronization of embedded services. In this case however, the total delay will not be the cost of the maximum delay path.

In our system, the total transaction delay is found by having each individual service in the tree determine the component of delay incurred by local delays and all embedded services invoked. Figure 5 illustrates the components of the service manager. We describe each component separately and then highlight its operation in response to a client request.

- **Service Provider**: The application service provider that houses the web services used by clients. Each Web Service interacts with the service manager by registering itself.
- **Service**: A Web Service that implements a client-server transaction. The service must respond to service manager requests for a service delay prediction. To compute its predicted delay, the service will interact with the local server prediction component as well as (recursively) with the service manager to obtain the predicted delays of embedded transactions.
- **Client**: Prior to executing a particular Web Service, the client requests a performance prediction from the service manager.
- **Server Prediction**: All servers in the system execute a monitor program that predicts the serverDelay for a particular service.
- **Network Monitors**: Each network has a monitor that obtains performance measures that are required by the Network Prediction component.
- **Service Manager**: The autonomic manager of the system. The service manager accepts client requests, coordinates system components to fulfill the request and processes the final results from clients based on some overall management function.
- **System Control**: The interface by which the service manager can adapt the system.
- **Service Configuration**: When a service starts, it registers with the configuration service to establish itself with the service manager.
- **Network Prediction**: This component interfaces with network service monitors deployed at network ingress and egress locations to obtain network performance statistics that are needed to predict the impact of the network on the application.

As an example, the following steps occur if the client were to invoke the service $S_{1,1}$ illustrated in Figures 2 and 3.

1. The client contacts the service manager requesting the predicted response time for service $S_{1,1}$. 

![Figure 3. Transaction model](image1)

![Figure 4. Graph model of a Web Service](image2)

![Figure 5. Service manager design](image3)
2. The service manager assigns a unique ID to the client request and contacts the target server, $S_{1,1}$, and requests an estimate of the server delay.

3. The $S_{1,1}$ server is responsible for calculating the delay for all other services it will use. It contacts the service manager (twice) requesting the predicted response time for services $S_{2,1}$ and $S_{2,2}$. The service manager will ask $S_{2,1}$ and $S_{2,2}$ for their respected delay prediction which in turn leads to the system manager asking $S_{3,1}$ and $S_{3,2}$ for their prediction. The number of recursive calls to the service manager depends on the depth of the transaction tree.

4. Eventually the lowest level services (i.e., the edge nodes $S_{3,1}$ and $S_{3,2}$) are able to immediately reply to the service manager’s request allowing the chain of prediction requests to the service manager to complete.

5. When the service manager gets a predicted delay back from a server it invokes the network prediction component to predict the impact of the network on the transaction. The network prediction code interacts with the appropriate network service monitors to obtain the necessary data to compute a prediction. The service manager simply combines the network delay with the server delay to generate the transaction delay.

3. Prediction Models

The response time prediction for a single level transaction involves two models: a model of how the network impacts the transaction and a model of how server delays impact the transaction. This approach assumes that both components of delay are independent of each other. We rely on the method of critical path analysis to justify this assumption. Critical path analysis is a method to identify an application’s performance [13]. The method makes use of the observation that only some component activities in a distributed system impact overall response time. In [14], the authors apply the method to a Web server under various levels of load. The results suggest that high server delays can contribute up to 80% of the overall file transfer time for small files. For larger files, the impact of the network tends to dominate regardless of server load. However, as illustrated in Figure 6, for HTTP transactions, the majority of server delay occurs between the arrival of the last packet containing the HTTP GET and the first data packet sent in response by the server. This delay does not impact TCP’s RTT estimate nor will it cause packet loss. Based on this result (which we confirmed in our measurements) we model a transaction assuming that the server delay can be added independently to the network delay.

3.1. Network Delay Model

There have been a significant number of analytic models of TCP developed over the past 10 years. One of the earliest efforts modeled TCP’s saw-tooth sending rate behavior as a function of $1/\sqrt{p}$ where $p$ is the loss rate [15]. More sophisticated models use different packet loss models (from highly bursty to uncorrelated) and add TCP timeout, connection startup and teardown effects [16,17,18,19]. Based on our earlier work, we observed that each model is best suited to specific environments[20]. The prediction error of each model increases in environments that violate assumptions that have been made. The models are most sensitive to assumptions that were made about packet loss. Although each model represents a significant contribution, none accurately models the wide range of loss dynamics that can exist in a TCP/IP network.

![Figure 6. Critical path analysis of a TCP Cx](image-url)
Two packet loss metrics are required so that the level of correlated packet loss can be assessed. The first packet loss rate is the frequency that blocks of loss occur. The correlated loss rate is the probability of consecutive losses following a first loss event. The other parameters are the path RTT and the amount of data to be transferred from the server to the client. If the loss rate and RTT parameters accurately reflect stationary network conditions between the client and server, we found that the predicted response time will be within 15% of the actual response time over a range of network conditions.

3.2 Server Delay Model

As mentioned, the impact of the server delay on TCP transfers can be modeled as an independent delay that can be added to the network delay. In response to client requests, the service manager will request a service delay prediction from the target Web Service and subsequently from all embedded services. A server specific delay prediction component runs on each Web Service machine. The server prediction code includes a model for each type of service (i.e., for each server type such as Web server, Web Services server, database server). We have developed and implemented a delay model that is appropriate for a Web server. We have also applied the model to a single transaction Web Service that is designed to emulate a simple HTTP Get service. We discuss this later in the paper.

We estimate Web server delay, $T_{server}$, using the following model:

$$T_{server} = W(T_{QueueDelay} + T_{CPUDelay} + (1 - H)T_{Disk})$$

$T_{QueueDelay}$: The waiting time from when the request reaches the web server until when the first packet of data is sent. This will depend on current server load but is independent of the size of data associated with the request. We estimate this delay by running an application monitor on the server machine. For a Web server (or a simple Web Service) we run a Unix sockets program that periodically issues an HTTP GET for a small object from the Web server on the localhost. The prediction code takes the difference of the minimum response time from the average of the response time over the last 5 minutes. The majority of the difference reflects the waiting time experienced by client requests.

$T_{CPUDelay}$: The amount of CPU overhead associated with a request. For an HTTP request, the processing time is estimated to be very small (microseconds).

$H$: The cache hit rate. The web object might be in the drive’s cache, the file system’s cache or the web server’s cache. We assume a 20% aggregate hit rate.

$T_{Disk}$: The time it takes to transfer the data from disk into memory. Since the performance of modern drives are very comparable, we use the specifications for a commonly used disk drive. We assume an average positioning delay of 13.1 milliseconds and a transfer delay based on a transfer rate of 150MBytes/second.

$W$: A weighting factor that compensates for inaccuracies in the model caused by system specific behaviors or configurations. For example, through experimentation, we found that a weight of 3 was necessary to model the Apache Web server.

4. Network Setup

To validate our system we conducted two sets of experiments. Both sets utilized the network testbed illustrated in Figure 7. The network testbed consists of 2 private networks connected through a router. The machine labeled Dummynet Router is a Dell Optiplex GX260 with 512Mbytes of RAM and is equipped with a single Pentium processor running at 2.4 GHz. It runs FreeBSD 4.8 and uses dummynet[21] to control path latency and bandwidth. For these studies, dummynet was configured as two unidirectional pipes with a bandwidth of 10Mbps and a latency of 30ms. The capacity of the dummynet queues was set to 40 packets each. Both private networks operate at 1Gbps.

---

2 The 80 GB Western Digital Caviar SE 7200 RPM, 8 MB Cache, Serial ATA Hard Drive has an average access time (including seek, settle and latency random delays) of 13.1milliseconds. http://store.westerndigital.com/.
The M1 and M2 machines are Dell Precision 450 workstations equipped with dual 2.4GHz Xeon processors and 1GBytes and 2GBytes of RAM respectively. The M3 machine is a Dell Optiplex GX260 with 800MBytes of RAM. The machines labeled Network Monitor1 and Network Monitor2 are Dell Optiplex GX1p with 128MBytes RAM. All machines run Redhat 8.0 with kernel version 2.4.18-14 compiled for symmetric multiprocessing support. The client is located at M1 and the server is located at M2. IBM WebSphere Studio Application Developer Version 5.1.2 for Linux and IBM WebSphere Application Server Version 5.1 are installed on M1, M2, and M3.

We used the Surge (Scalable URL Reference Generator) [22] to generate background traffic. The location of the Surge clients depends on the experiment but in all experiments the Surge clients interact with the Apache Web Server (version 2.0.4) operating on machine M2. The TCP socket buffer sizes were set to 64Kbytes on all machines. The client is a Unix sockets program that periodically requests a particular Web object from the Web server on machine M2. The Ping program is run between the Network Monitor1 and Network Monitor2 machines. The Ping results are used only for the visualization of WAN performance presented in this paper. The network performance data required by the network prediction component is collected by the network monitor programs which also run on these machines. This program is a Unix sockets program that collects the RTT and loss data as required by the prediction server, periodically submitting the results to the service manager.

We conducted two experiments which we refer to as Set1 and Set2. The objective of the experiments was to validate the network and server delay models. To achieve this goal we used the simplest type of server, a Web server. The experiments consist of a client requesting a web object of varying size from the server. Prior to issuing the HTTP Get, the client requests a transaction prediction from the service manager. In the Set1 experiment, in addition to varying the web object size we also vary the congestion level over the emulated WAN link. The objective of the Set1 experiment is to validate the prediction models when the majority of the delay is caused by the network. The WAN utilization is controlled by varying the number of Surge clients that run on machine M1. The Set2 experiment is similar except that there is no competing traffic over the WAN. Instead, a varying number of Surge clients run on Network Monitor2 resulting in a range of server utilization levels.

The experimental procedure for both Set1 and Set2 is as follows. For a particular run, two parameters are set. The number of Surge clients and the size of the Web object that is being transferred from the server to the client. The number of Surge clients differs for Set1 and Set2. The size of the Web objects varies from 10Kbytes to 80Kbytes in 10Kbyte increments. A run begins by starting and running the Surge clients for roughly 5 minutes. Then the Ping and network monitors are started. After 5 more minutes, the client is started and repeatedly pulls the configured Web object. After another 15 minutes, we stop the test. The mean of the client response time samples represents the actual response time. During the run, network statistics are sent to the service manager which computes the predicted response time.

5. Analysis and Result

In this section we present empirical evidence that demonstrates and validates our models using HTTP transactions. We conclude this section by summarizing the results when we repeat the Set1 and Set2 experiments using a single transaction Web Service.

5.1 Set1 Analysis

Figures 8 and 9 illustrate the WAN performance for the Set1 experiment. A Ping loss monitor ran between the Network Monitor1 and Network Monitor2 machines. The loss rate varied from 0 to 6%. The utilization of the WAN varied from 0 to 100%.

Figure 8. Loss rates for Set1 experiment
the load at the server (machine M2). Figure 11 plots the actual and predicted response times for 4 different Web object sizes as the load on the server changes. The X-axis represents the server load and is the average of the first load average number available in /proc/loadavg sampled by a monitor program that executes during a run. The load average number gives the number of jobs in the run queue (state R) or waiting for disk I/O (state D) averaged over 1 minute.

<table>
<thead>
<tr>
<th>Server Load</th>
<th>Server Contribution</th>
<th>Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>5.1%</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>6.1%</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>20%</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>35%</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>62.5%</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>76%</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>83.5%</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>86%</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Server delay contribution for 10KByte Web object runs

Figure 11 shows that the prediction error is less than 25% except for the highest server load level. Table 1 shows the contribution of the server delay for each predicted response time in the Set2 10KByte graph. At the highest load level, 86% of the response time is due to the server delays. However at this level of server load, the model underestimates the actual load by a significant amount (50%).

5.3 Denial-of-Service Detection

To demonstrate a practical use for our service management architecture, we show how it could be used to detect a Denial-of-Service attack. We set the Surge client load at machine M1 to 40 (which leads to a loss rate of about 0.5% over the WAN). We launched a TCP-SYN attack on M2 from Network Machine2. The dynamics created by the attack cause a significant increase in the prediction error. Figure 12 shows the predicted and actual response times during the attack. We also plot the original data from the Set1 experiment which represents the same experiment but without a DoS. The figure indicates that the prediction error increases from 20% to over 150% during an attack.
5.4 Web Service Transactions

We duplicated the Set1 and Set2 experiments using a single transaction Web Service. Once the client code begins executing, it sends a request to the Web Service to transfer a particular data file. When the request is received by the Web Service, it transfers the file to the client. The client requests a prediction for the file transfer from the service manager. The Web Service therefore is identical to the previous Web transaction. The actual and the predicted results were very similar as compared to the Web server results. However, a weight value of 2 for the server delay model led to a better fit. In this experiment the Web server was loaded, not the WebSphere application server. We conjecture that if we were to load the server with WebSphere requests, we would see a significant difference in server delay characteristics between Apache and WebSphere.

6. Conclusions and Future Work

In this paper we presented a service management architecture that utilizes application prediction. The system supports client prediction requests of transaction oriented Web Services. The approach models a Web Service as a type of tree. The total service response time is the additive cost of all edges of the path that forms the highest weight breadth-first search tree. The prediction of a transaction assumes that even though server delays are likely coupled to network delays, they can be calculated independently and then combined to obtain the transaction response time.

We prototyped an implementation of the proposed service management architecture. The service manager supports two types of services: HTTP Web object requests and Web Service transactions using the Apache and WebSphere servers respectively. Our results showed that, with some exceptions, the service manager’s prediction is within 25% of the actual response time. We also have shown that our service management architecture has potential as a method for detecting and responding to Denial-of-Service attacks.

In the future, we will address the issues identified in this paper. For example, both the network delay model and the server delay model exhibit inexplicably high prediction error levels at the extreme boundaries of our experiments. Also the server delay models need to be more adaptive to better absorb application specific delay characteristics. Finally, we plan on extending the Web Service transaction model to support more synchronization of embedded service requests and computation delays.

10. References


Figure 10. Set1 experiment results

Figure 11. Set2 experiment results