ABSTRACT
We present an incremental code update strategy used to efficiently reprogram wireless sensor nodes. We adapt a linear space and quadratic time algorithm (Hirschberg’s algorithm) for computing maximal common subsequences to build an edit map specifying an edit sequence, required to transform the code running in a sensor network to a new code image. We then present a heuristic-based optimization strategy for efficient edit script encoding to reduce the edit map size. Finally, we present experimental results to demonstrate the reduction in data size to reprogram a network using this mechanism. The approach achieves reductions of 99.987% for simple changes, and between 86.95% and 94.58% for more complex changes, compared to full image transmissions — leading to significantly lower energy costs for wireless sensor network reprogramming. We compare the results with reductions achieved by other incremental update strategies described in prior work.
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1. INTRODUCTION
Wireless sensor networks (WSNs) typically consist of resource-constrained sensor nodes to enable low power consumption and longer operation times. The applications are developed and compiled on typical desktop systems, and then programmed to flash program memory of the nodes using an in-system-programmer (ISP), or other serial device reprogramming approach [10, 15]. Both approaches can program only one sensor node at a time, causing network programming time to increase linearly with network size. Many WSNs, e.g. disaster management, structural health monitoring, and volcanic activity monitoring [1, 9, 25], may require a large number of nodes to be deployed, rendering these programming approaches unusable.

The ability to reprogram nodes is also essential in maintaining large WSN deployments. If new functionality must be added, or changes must be made to correct bugs after a large network has been deployed, the in-system-programming and serial reprogramming approaches can be prohibitively time-consuming. Network reprogramming using wireless communication to transfer program images to sensor nodes mitigates the problems posed by these approaches. While wireless methods of data dissemination enable sensor devices freedom from direct connections to the host system, wireless data transmission is energy intensive. Previous studies have reported that transmission of a single bit of data requires 1,000 times the energy required for the execution of a single instruction [20, 21, 26]. Brute force update mechanisms which use wireless communication to reprogram nodes are not energy efficient, as they require the entire code image to be transmitted throughout the network. Incremental code update strategies significantly reduce the amount of data that must be transferred to the boot loader, thus improving the energy footprint of the network. Integrating incremental update strategies can result in faster and more efficient network reprogramming.

We present an incremental code update mechanism which transmits an edit map encoding the differences between old and new program images. We are able to generate the differences between the two files using a divide-and-conquer dynamic programming approach. Our incremental code update solution does not use block level code comparison, and hence is able to locate and send differences at byte-level granularity. Our approach is also independent of any program code structure knowledge, and thus provides a platform and programming language independent solution.

We adapt Hirschberg’s algorithm [3] (used for computing maximal common subsequences) to compute the differences between two program image files. The adapted code differencing algorithm is capable of generating the diff between the two files in $O(n^2)$ time and $O(n)$ space, where $n$ is the length of the new program image. The first step of the incremental code update strategy, i.e. the code differencing algorithm, is run on a standard desktop system to avoid computation-expensive operations from executing on the sensor nodes.

In the second step, the differences are encoded in an edit map using heuristic-based optimization. The optimization
strategy efficiently encodes the edit map using the least possible number of bytes. The edit map is then propagated to the resource-constrained sensor nodes using a standard data dissemination algorithm. The nodes are responsible for decoding the edit map and performing the required data write, and/or move operations to update the program image. Since edit map creation, propagation, and decoding are decoupled, our strategy can be adapted for use with any data dissemination protocol.

We conduct experiments for various representative code update scenarios and present corresponding results to demonstrate the reduction in reprogramming data and energy footprint we are able to achieve over simple reprogramming strategies which involve transmission of full program images. We also compare the results with reductions achieved by other incremental code update strategies described in prior work. We demonstrate significant data and power savings over the state-of-the-art incremental update strategies under multiple code update scenarios.

2. RELATED WORK

Levis et al. present TinyOS [13], which provides Crossbow Network Programming (XNP) [8, 23] as its network reprogramming implementation. XNP achieves network reprogramming by broadcasting the entire program image to nodes in a single-hop network. Culler et al. present Deluge [4], a reliable data dissemination protocol which also propagates complete binary images. However, both protocols are inefficient; there are often common code segments between versioned images.

Stathopoulos et al. present Multihop Over-the-Air Programming (MOAP) [22], which uses a data dissemination protocol called Ripple to distribute code to sensor devices. Unlike network flooding, Ripple selectively forwards packets to nodes while utilizing a sliding window protocol for controlling retransmissions. Nodes have the ability to transmit parts of the program code they have already received to new nodes, while waiting for retransmission of lost packets.

Levis et al. present Maté [12], which deals with network reprogramming by transmitting application-specific code for execution on a virtual machine. While this allows Maté to be significantly faster during reprogramming, the approach is not useful when the virtual machine itself needs to be reprogrammed. Levis et al. also present Trickle [14], which uses an epidemic-based data dissemination protocol to avoid flooding the network as in Maté. However, none of these approaches consider incremental code updates for efficient reprogramming.

Jeong describes Fixed Block Comparison (FCB) [6], which divides program images into fixed size blocks and compares the blocks in the corresponding locations in both the old and new program images. FCB then propagates only the blocks of code from the new program image which are different from the previous version. FCB performs only marginally better than XNP when the two program image versions are not aligned with each other.

Jeong et al. also present an incremental code update strategy in [7], where they adapt the Rsync algorithm [24] to compute differences between program image versions. The approach again partitions the program image into fixed-size blocks (B bytes), and then uses a checksum pair (checksum, hash value) to represent each block, and stores the pair in a hash table. Next, a sliding window of size B bytes is run on the new program image, and the checksum and hash value for each window are calculated; lookups are performed in the hash table for potential matches. While Rsync is also platform and language independent, there are problems with this approach. The total number of hash computations used in Rsync is proportional to the size of the code image, O(n). Considering that each hash computation requires at least linear time, the time required for all the hash computations and lookups is O(n²). Second, on a hash match, the approach requires a byte-by-byte scan through the code to avoid false match positives. Finally, the size of the sliding window defines the match granularity in the two image versions. If there are multiple matching image segments of size (B − b) bytes, where 0 < b < B, this approach would fail to identify the matches.

Panta et al. present Zephyr [17], an incremental reprogramming strategy based on an optimized version of the Rsync algorithm [24], in conjunction with function call indirection. This approach requires application-level code modifications to reduce function shifts caused when function bodies are shifted from their original locations between image versions. Next, the optimized Rsync algorithm is used to compute the differences between the two code images, creating a delta. While the traditional Rsync algorithm is able to identify matching blocks, the optimized version computes the maximal super-block between the two images in O(n²) time, where n is the length of the code images. A super-block comprises contiguous matching blocks, and a maximal super-block is the largest super-block. While Zephyr presents an improvement over the strategy presented in [7], it still shares all the problems of the Rsync-based approach. Further, this solution is not platform and programming language independent; it requires knowledge of program structure.

Munawar et al. present Dynamic TinyOS [16], which uses high-level knowledge of application structure to make application updates. This is achieved using extensions to the NesC compiler which convert TinyOS applications and system components into separate binary objects during compilation. Standard data dissemination protocols are then used to update individual objects. This approach also requires knowledge of program code structure, which reduces its applicability to systems developed using other compilers and languages.

Reijers et al. describe an efficient code distribution strategy that uses a diff-like approach to computing the edit script for encoding the differences between two program images [20]. Their approach makes use of a suffix tree, which requires O(n) time and space to build, where n is the length of the older version of the program image. However, their approach needs n traversals of the suffix tree for each position of the image vector, thus requiring O(n²) time. Additionally, the edit script encoding scheme is complex, requiring a large number of commands and opcodes, and is architecture specific.

In contrast to all the prior approaches, our incremental update strategy uses an adapted version of the Hirschberg’s algorithm to compute the differences between program images. Hirschberg’s algorithm has quadratic time and linear space complexity and employs a divide-and-conquer dynamic programming approach to compute a globally optimal subsequence between two strings. We adapt Hirschberg’s algorithm to build the edit map containing the edit script re-
required to transform the code running in the network to a new code image. Since we do not use a block-based approach, our solution is able to identify even small code segments which match between the program images. Further, we present an optimization strategy for encoding the edit map which significantly reduces the amount of data that needs to be transmitted (and the energy expended) for successful sensor node reprogramming.

3. DESIGN AND IMPLEMENTATION

The incremental code update strategy presented in this paper builds upon the idea that an application program image can be thought of as a byte string of length $n$. When the program image for a sensor node needs to be updated, the maximal common subsequence, also known as the longest common subsequence (LCS), between the two strings is computed. The substrings of the new program image which are not part of the LCS constitute the image data that must be transmitted to the sensor nodes.

Figure 1 illustrates the workflow for the reprogramming strategy. The difference generation phase, which involves computation of the LCS and the associated edit map, is computed at the host system side, as it is the most resource-intensive phase of the process. This requires the host system to have access to the previous version of the program image. In the event the host does not have access to the previous image version, it attempts to retrieve the image from a node within the network, assuming that all nodes run identical images. In the event the host is unable to access a previous version of the image, it proceeds with normal network programming. The data dissemination phase is initiated by the host system using a standard data dissemination protocol, such as XNP or Deluge, over a wireless radio link. We do not explore any of the data dissemination algorithms as part of our approach; these are beyond the scope of discussion in this paper. The final node reprogramming phase is the responsibility of the sensor network.

3.1 Difference Generation

The difference generation phase consists of two sub-phases. The first involves computing the LCS between the two program image versions. The second sub-phase uses the LCS to prepare and encode the edit map containing the edit script to be transmitted to the sensor network.

3.1.1 Longest Common Subsequence.

Consider an arbitrary node in a sensor network. Let the version of the program image currently installed on the sensor node be defined as $X = x_1 x_2 x_3 ... x_m$, where $|X|$ is $m$ and $x_i$ is a byte at offset $i$ in the image. Let the new program version be $n$ bytes long, and be defined as $Y = y_1 y_2 y_3 ... y_n$.

Hirschberg’s algorithm finds the string $L = l_1 l_2 l_3 ... l_r$, such that $L$ is a common subsequence of $X$ and $Y$, and its length $r (|L|)$ is maximized. Let the set of prefixes of the strings $X$ and $Y$ be $\{X_1, X_2, X_3, ..., X_m\}$ and $\{Y_1, Y_2, Y_3, ..., Y_n\}$, respectively, where $X_i$ and $Y_i$ are the prefixes of size $i$ bytes.

Let $LCS(X_i, Y_j)$ denote the LCS for the prefixes $X_i$ and $Y_j$. If we denote $|LCS(X_i, Y_j)|$ as $C(i, j)$, then the dynamic programming formulation for $C(i, j)$ is as follows:

$$
C(i, j) = \begin{cases} 
0 & \text{if } i = 0 \text{ or } j = 0 \\
C(i-1, j-1) + 1 & \text{if } x_i = y_j; \\
\max(C(i-1, j), C(i, j-1)) & \text{if } x_i \neq y_j; 
\end{cases}
$$

Figure 2 presents a logical view of the LCS $L$; the program image strings $X$ and $Y$ are represented as $m$ and $n$ byte memory blocks, respectively. $L$ is represented by the sequence of shaded boxes labeled $l_1, l_2, l_3, ..., l_r$. The arrows illustrate the mapping from the old to the new program image segments in the LCS.

Hirschberg initially presents an algorithm to calculate the length of the LCS of any two strings ($C(i, j)$) using dynamic programming, along with a memoization-based, bottom-up table building scheme, requiring $O(mn)$ time and $O(mn)$ space [3]. Next, a modified version of this algorithm capable of computing the LCS length in $O(\min(m, n))$ space is presented. Using the modified algorithm, Hirschberg finally presents a divide-and-conquer algorithm to compute $L$. We implemented Hirschberg’s algorithm and adapted it so that it accepts program images as input.

When the host system does not have access to the previous version of the program image or is not aware of the size of the previous image version, some subtle changes are made to the reprogramming strategy. When the host system receives a new program image of size $n$ bytes to be programmed, it issues a read command to the boot loader executing on some sensor node in the network. The boot loader reads $n$ bytes from application flash memory and returns the data back to
The host system treats these $n$ bytes of data as the previous version of the program image. Thus, adapted to this scenario, the modified algorithm executes in $O(n^2)$ time and $O(n)$ space.

### 3.1.2 Edit Map Creation

The edit map is composed of two different types of data. The first consists of the LCS segments. From a network reprogramming perspective, transferring the LCS segments from the host system to the sensor nodes would be redundant since that data already exists as part of the old program image. However, to reprogram a sensor node, the boot loader needs information about the starting addresses and extents of the LCS segments, along with the destination addresses where the segments need to be relocated. The second type of data consists of the new program image data segments that do not belong to the LCS and must be transferred to the sensor node.

The LCS segments can be further classified into two subgroups. The first subgroup consists of data segments that reside in the same address locations in the old and the new program images; $l_1$, $l_4$, $l_7$, and $l_9$ in Figure 2, are examples. Since these data segments are already where they need to be, they are not included as part of the edit map. The second subgroup consists of data segments that need to be moved from one address location to another; $l_2$, $l_3$, and $l_5$ are examples.

#### Map Generation

The output of the adapted algorithm is $L$, the string containing the longest common subsequence of $X$ and $Y$. Figure 3 illustrates the steps involved in generating the edit map from the LCS. The first step involves calculating the locations of the LCS segments $l_1, l_2, l_3, ..., l_r$ in $X$ and $Y$ in $O(n)$ time and storing them as an array of 3-tuples, $(i, j, k)$, where $k$ is the $k^{th}$ element of $L$, and $i$ and $j$ are its corresponding locations in $X$ and $Y$, respectively. A 3-tuple entry is not created for cases where $i = j$, e.g., in the case of $l_9$ in Figure 3. Non-LCS data in $Y$ (the new program image) is stored in an array of 2-tuples, $(j, y_j)$, where $j$ is
Figure 4: Update and data node structures

the location of the data element and $y_j$ is the $j^{th}$ element. Both arrays are sorted by $j$.

The second step involves building an LCS map and a data map; the update node and data node structures used for creating these maps are shown in Figure 4. Both data structures consist of a doubly linked list of update nodes. Each update node contains address, length, and type fields, as well as a union over a pointer to a data node, and a remote address. Each data node contains one byte of data. The fields are considered in more detail in the remainder of the section.

The LCS map is built by scanning the 3-tuple array and combining LCS segments with contiguous X and Y address locations. Consider LCS segments $l_1$, $l_2$, $l_6$, and $l_7$ in Figure 3. The starting address locations ($i_4$, $i_5$, $i_6$, and $i_7$) as well as the destination address locations ($j_{10}$, $j_{11}$, $j_{12}$, and $j_{13}$) of these four LCS segments are contiguous. Thus, a single update node entry is created for the entire range in the LCS map. The update node contains the starting address of the LCS segment in Y ($j_{10}$), the starting address of the LCS segment in X ($i_4$), the length of the segment (4), and a type indicating that the node is being used for the LCS map. Note that the starting address of the LCS segment in X is stored in the r_address field within the union (The data_ptr field is used in update nodes within the data map). Each LCS map entry corresponds to data that needs to be read from one location and written to a corresponding location.

The data map is similarly created by scanning the 2-tuple array from the previous step. The non-LCS data segments which have contiguous destination address locations in Y are identified and merged into individual update nodes, e.g., $d_1$, $d_4$, $d_3$, and $d_4$, with address locations $j_1$, $j_2$, $j_3$, and $j_4$ are merged into a single update node. The update node representing such a data segment in the data map contains the starting address of the segment in Y ($j_1$), the length of the segment (4), and a pointer to a doubly linked list of data nodes. The data nodes store the individual bytes at each address location ($d_1$, $d_2$, $d_3$, and $d_4$). Each data map entry corresponds to contiguous data blocks that need to be written in the new program image.

The final step involves merging the data map and the LCS map. The merge process is non-trivial, as it entails a priority ordered merge of the data and the LCS map elements. Incremental reprogramming requires data in flash to be moved in-place using limited RAM. Consider Figure 5, where the top and bottom images depict the state of flash memory before and after reprogramming, i.e., X and Y, respectively. The data segments in X at locations $a_1$, $a_2$, and $a_3$ are $d_1$, $d_2$, and $d_3$, respectively. Data segments $d_4$ and $d_5$ are part of the LCS, and hence need to be moved in memory, whereas $d_6$ and $d_7$ are new data segments which will be transmitted from the host system.

Assume that data segment $d_1$ is updated by incoming data segments $d_4$ and $d_5$ before it could be moved to location $a_2$, or that $d_1$ (in X) is moved to location $a_2$ (in Y) before $d_2$ is moved to location $a_3$. This would result in incorrect reprogramming. To avoid such scenarios, the order in which the data and LCS map elements need to be encoded in the edit map (and then transferred to the sensor nodes) is determined at the host system. The correct priority-based ordering in the scenario shown in Figure 5 is to move $d_2$, then move $d_1$, and then finally write $d_4$ and $d_5$. The ordering used while merging the data and LCS maps into the edit map prioritizes read operations at address locations in X over write operations at address locations in Y.

Map Encoding. The edit map resulting from the combination of the data and LCS maps is encoded for efficient transmission. The host system uses three instructions to encode the edit map: CMD_WRITE, CMD_MOVE_8, and CMD_MOVE_16, the formats for which are shown in Figure 6. Each of the operations require 1 byte to represent the opcode.

The write operation, CMD_WRITE, is used to represent each of the data map elements in the edit map, identified by the type variable in the update node structure in Figure 3. The write operation uses 2 bytes to specify the address location where the write should occur, 1 byte for the length of the data that must be written, and x bytes for the data itself, where $x$ is the value of the length variable. The maximum amount of data that is transferred in a single message is set to 256 bytes; this allows the use of 1 byte for the length variable (by using the value 0 to represent 256).

The move operations, CMD_MOVE_8 and CMD_MOVE_16, are used to represent each of the LCS map elements in the edit map. They both use 2 bytes each to specify the destination and source address for the LCS segments to be moved. CMD_MOVE_8 is used to specify move operations for segments with length less than or equal to 256, and hence uses 1 byte for the length variable, while CMD_MOVE_16 uses 2 bytes for longer segments.
Figure 7: Application of edit operations

Figure 7 illustrates a representative edit scenario. For the LCS segment $l_1$, a **CMD_MOVE_8** operation is used. A **CMD_MOVE_16** operation is used for the segment $l_3$, as the length of $l_3$ is greater than 256. Since LCS segment $l_2$ is already in its final position, it does not need an update. The remainder of the data segments in the image are populated using **CMD_WRITE** operations. Based on the priority ordering described previously, **CMD_MOVE_8** will be the first operation to be sent, followed by the remaining operations, from left to right, as in the figure.

**Map Optimization.** The optimization phase begins from the encoding phase and affects the map generation phase in an iterative fashion, as shown in Figure 1. Encoding a single **CMD_MOVE_8** operation requires 6 bytes, regardless of the length of the LCS segment being moved, as shown in Figure 6. Encoding a complete **CMD_WRITE** operation requires $4 + x$ bytes, where $x$ is the length of the data segment being transmitted. A **CMD_MOVE_8** operation with a length value of 2 can be converted into a **CMD_WRITE** with no change in communication cost, while a move operation with a length value of 1 can be converted into a write operation requiring 1 byte less. Converting **CMD_MOVE_8** operations to **CMD_WRITE** operations allows for multiple write operations to be consolidated into one when the segments are contiguous. The optimization step builds on this idea and uses it as a heuristic to reduce the encoded edit map size.

The first step in the optimization phase consists of calculating the cost of the incremental update, i.e., the number of bytes required to encode the edit map, denoted by $C_{\text{update}}$. The update cost is calculated as follows:

$$C_{\text{update}} = 6 \cdot N_{\text{LCS} \text{map}_8} + 7 \cdot N_{\text{LCS} \text{map}_{16}} + 4 \cdot N_{\text{data} \text{map}} + \sum_{i=1}^{n} L_i$$

where $N_{\text{LCS} \text{map}_8}$ and $N_{\text{LCS} \text{map}_{16}}$ are the number of LCS map elements in the edit map which use **CMD_MOVE_8** and **CMD_MOVE_16** operations, respectively, $N_{\text{data} \text{map}}$ is the number of data map elements in the edit map, and $L_i$ is the length of the data segment contained within the $i^{th}$ data map element.

In the next step, a copy of the edit map is saved, and the edit map is subjected to a merge. Merging involves converting all LCS map entries of size less than or equal to a specified **merge window** to data map entries, and then running a linear scan to consolidate newly formed contiguous data map entries. The value for $C_{\text{update}}$ is recalculated post-merge and compared with its last known value. The merge window value is initially set to 2 for the first merge operation. In subsequent iterations, the edit map is merged, while the window value is incremented by powers of 2, and $C_{\text{update}}$ is recalculated. A binary search is employed to determine the merge window value for which $C_{\text{update}}$ attains a minimum. Once this window has been determined, the saved edit map is subjected to a final merge operation and then encoded for transmission.

**Map Validation:** The encoded edit map that has been created in the previous phase is checked for errors before it is transmitted to the sensor nodes. Map validation is achieved by decoding the encoded edit map and applying the resulting operations to a copy of the older image version, $X$. After application of the edit map to $X$, the resulting image is compared to the desired new image version, $Y$, using a linear scan in $O(n)$ time. A successful match validates the encoded edit map and initiates the data dissemination phase.

### 3.2 Data Dissemination

The data dissemination phase involves the generation of fixed-size data packets from the edit map, and their subsequent transmission to sensor nodes using an XNP-like data dissemination protocol implemented in C. The boot loader provides the reprogramming logic and is also responsible for the reception of these packets. After the packets are received, the edit map is temporarily stored in external memory and node reprogramming is initiated.

### 3.3 Node Reprogramming

The node reprogramming phase consists of decoding the individual edit map operations and using these operations to reconstruct the new program image. The **CMD_WRITE** and **CMD_MOVE_8** operations are trivial to perform; typically data for a **CMD_WRITE** operation is already available, while the contents of a **CMD_MOVE_8** (up to 256 bytes) can be copied to RAM, and then moved to the new memory location. **CMD_MOVE_16** operations are slightly more complex to perform when the data to move is larger than the RAM capacity, and the starting and ending ranges overlap. Under such circumstances, our approach ensures that updates always occur without destruction of necessary data. An alternate approach is to use an external memory module as a buffer. The data manipulation is done on the external memory, and then moved back to its new location in on-chip flash.

For our implementation of this approach, we use Ferroelectric RAM (FRAM) as the external memory module\(^1\). FRAMs are characterized by non-volatility, low power consumption (significantly lower than flash memory), faster read and write performance (comparable to SRAM), and a higher number of write-erase cycles [19]. Additionally, FRAMs provide byte addressable memory, like NOR flash devices.

The very first time the sensor node is programmed using an ISP, the program image is also written to the FRAM device. When the edit map is received by the sensor node, the initial data manipulation is done using the FRAM. At the end of the image reconstruction phase, the FRAM contains the updated version of the image, which is then written to on-chip flash memory. This process ensures that when the sensor node is not being reprogrammed, the image on the flash is mirrored on the FRAM.

\(^1\)Using an external memory module saves energy expended on flash reads, since flash writes occur in page granularity.
4. EVALUATION

4.1 Experimental Setup

We implemented the incremental code update reprogramming strategy for the MoteStack [2], a state-of-the-art in situ sensing platform, which uses an AVR Atmel (ATMega 644P) microcontroller (MCU) operating at 10 MHz, and powered at 3.3V. The MCU consists of 64KB of in-system-programmable flash memory, 2KB of EEPROM, and 4KB of SRAM. The boot loader is installed on the on-chip flash, which offers read-while-write capabilities. We added a 64KB FRAM memory device [19] to use for the image reconstruction phase.

We consider five software change scenarios involving the latest stable version of our custom C-based sensor operating system (with standard OS services) as test cases for our evaluation.

1. Changing a constant (minor change). We use a standard blink application as our base case and change a constant to make the LED blink every two seconds (instead of one).

2. Modification of implementation file (moderate change). We add 91 lines of (non-whitespace) code to convert the base application into a LED test suite, where various patterns are displayed on five LEDs.

3. Changing an installed application (major change). We next write an application to manipulate external flash memory. The new application writes a data buffer filled with random data to external flash memory, and then reads the page back.

4. Modification of core OS (moderate change). We next comment out a few lines of code so the new application version does not contain the ZigBee driver module.

5. Modification of core OS (moderate change). We next comment out a few lines of code so the new application version does not contain the Wi-Fi driver module.

We also consider five scenarios to evaluate how the approach performs when applied to typical code changes in TinyOS, using standard applications from the apps directory of the TinyOS 2.1.0 code distribution\(^2\) so that comparisons can be made between our code update strategy, Zephyr, and Rsync:

6. Changing a constant (minor change). We change a constant in the Blink application to alter the blinking rate of a LED and reprogram a basic Blink application install.

7. Changing an installed application (major change). We next replace the installed Blink application with the RadioCountToLeds application.

8. Modification of implementation file (moderate change). We next comment out a few lines of code from RadioCountToLeds.

9. Modification of core OS (moderate change). We next comment out a few lines of code from RadioCountToLeds to remove the AMControl module.

10. Modification of core OS (moderate change). Finally, we comment out a few lines from RadioCountToLeds to remove the Leds module.

Data Transmission Savings: We next evaluate the performance of the incremental code update approach. The percentage compression in data size to be transmitted when reprogramming a node ($P_{ce}$) is calculated as the ratio of the length of the generated edit script ($C_{edit}$) to the length of the new program image version ($L_{new}$). It is expressed as a percentage, reflecting the percentage of data that is transmitted using the incremental update approach compared to transmitting the full image. The packet overhead during data dissemination is dependent on packet length and protocol; hence it is not considered as part of the evaluation of the edit script generation strategy.

<table>
<thead>
<tr>
<th>Device Type</th>
<th>Read</th>
<th>Write</th>
<th>Erase</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAND Flash</td>
<td>2.29 nJ/B</td>
<td>14.55 nJ/B</td>
<td>4.03 nJ/B</td>
</tr>
<tr>
<td>NOR Flash</td>
<td>2.09 nJ/B</td>
<td>79.75 nJ/B</td>
<td>881.25 nJ/B</td>
</tr>
<tr>
<td>FRAM [19]</td>
<td>0.33 nJ/B</td>
<td>0.33 nJ/B</td>
<td>-NA-</td>
</tr>
</tbody>
</table>

Table 1: Energy consumption characteristics

Merge Window Optimization: We next evaluate the effect of varying the merge window size on the size of the generated edit map while using the custom C-based sensor OS. We record the $C_{edit}$ values for fixed merge window sizes of 0 (indicating that a merge will not be conducted), 1, 2, 4, 8, 12, and 16, for cases 1-5. A merge window of $w$ bytes converts LCS map entries of length less than or equal to $w$ into data map segments, so as to consolidate the newly formed contiguous data map entries into a single entry.

Image Reconstruction Cost: Finally, we evaluate the cost of image reconstruction on the sensor node and consider the potential energy savings. Let $h$ be the length of the program image, $m$ be the amount of data that needs to be moved in FRAM (due to CMD\_MOVE\_8 and CMD\_MOVE\_16 operations), and $w$ be the amount of new data that needs to be written in the FRAM (due to CMD\_WRITE operations). Let $R_{FLASH}$ and $W_{FLASH}$ be the cost of reading and writing a byte of data in FRAM, respectively. Finally, let $W_{FLASH}$ be the cost of writing a byte in flash, and $C_t$ is the cost of transmitting a byte wirelessly. The cost of simple reprogramming, $C_r$, is given by:

$$C_r = h \times (C_t + W_{FLASH})$$

whereas the cost of incremental reprogramming with image reconstruction, $C_i$, is given by\(^3\):

$$C_i = C_{edit} \times C_t + m \times (R_{FLASH} + W_{FLASH}) + w \times W_{FLASH} + h \times W_{FLASH}$$

Table 1, which is adapted from [11,18,19], presents the energy consumption characteristics of NAND flash, NOR flash, and FRAM devices for read, write, and erase operations. For wireless data transmission, we consider the XBee low power RF module [5]. Assuming that the XBee module performs at the maximum advertised rate of 250,000 bps, the transmit and receive energy requirements are 4.75 mJ/B and 5.8 mJ/B, respectively. We use the average of the transmit and receive costs, and set $C_t$ to 5.28 mJ/B.

\(^2\)Code change scenarios 6-10 are replicated from [17].

\(^3\)Cost of executing instructions on the µC is not considered.
4.2 Results

Data Transmission Savings: Table 2 presents the edit map sizes (\(C_{\text{old}}\) and \(C_{\text{new}}\)) values achieved for both the C-based OS and TinyOS upgrade scenarios, along with the corresponding old and new image sizes (\(L_{\text{old}}\) and \(L_{\text{new}}\)). The edit map size was 9748 bytes, resulting in a \(P_{\text{tx}}\) of 13.992%, approximately 88% of the base OS code (100 × 100 \(\times 100\)). In case 3, which involved the most significant code change and the edit map size was 10241 bytes, the edit map size achieved for both the C-code and TinyOS upgrade scenarios was 5.42% and 88.5%, respectively. The smaller edit map sizes, 2042 bytes and 2815 bytes, respectively, for cases 4 and 5, can be attributed to the fact that even though the software development life cycle of an embedded device, the edit map size continuously reduces the number of data transmission savings, even at the expense of flash memory usage.

Merge Window Optimization: Table 3 summarizes the data transmission savings for different merge window sizes in cases 1-5. Table 4 compares the data transmission savings for different merge window sizes in cases 1-5. The minimum \(P_{\text{tx}}\) value achieved for both the C-code and TinyOS upgrade scenarios was 0.22%, and the corresponding \(P_{\text{tx}}\) value achieved for both the C-code and TinyOS upgrade scenarios was 9.74%, respectively. The minimum \(P_{\text{tx}}\) value achieved for both the C-code and TinyOS upgrade scenarios was 5.42% and 88.5%, respectively. In case 3, which involved the most significant code change and the edit map size was 10241 bytes, the edit map size achieved for both the C-code and TinyOS upgrade scenarios was 5.42% and 88.5%, respectively. The smaller edit map sizes, 2042 bytes and 2815 bytes, respectively, for cases 4 and 5, can be attributed to the fact that even though the software development life cycle of an embedded device, the edit map size continuously reduces the number of data transmission savings, even at the expense of flash memory usage.

Image Reconstruction Cost: Table 4 compares the cost of simple program management (\(C_{\text{old}}\)) with the cost of incremental program management (\(C_{\text{new}}\)). The cost of simple program management (\(C_{\text{old}}\)) is higher than the cost of incremental program management (\(C_{\text{new}}\)). The cost of simple program management (\(C_{\text{old}}\)) is higher than the cost of incremental program management (\(C_{\text{new}}\)). The cost of simple program management (\(C_{\text{old}}\)) is higher than the cost of incremental program management (\(C_{\text{new}}\)). The cost of simple program management (\(C_{\text{old}}\)) is higher than the cost of incremental program management (\(C_{\text{new}}\)). The cost of simple program management (\(C_{\text{old}}\)) is higher than the cost of incremental program management (\(C_{\text{new}}\)). The cost of simple program management (\(C_{\text{old}}\)) is higher than the cost of incremental program management (\(C_{\text{new}}\)).
5. CONCLUSION

We described an incremental code update mechanism for efficient wireless sensor network reprogramming. Our approach uses an adaptation of Hirschberg’s algorithm to generate an edit script based on the differences between two program images. We use a heuristic-based optimization strategy to reduce the edit script size, which is then transmitted to sensor nodes using a standard data dissemination protocol. Finally, the sensor nodes decode the edit script and use it to construct the new program image. The approach reduces the data size for transmission to 0.013% for minor changes, and between 5.42% and 13.05% for moderate code changes when using a custom C-based sensor OS. When applied to TinyOS, the approach reduces the data size for transmission to 0.22% for minor changes, and between 9.74% and 10.49% for moderate code changes. Our approach compares favorably to (and often better than) prior work in this area. The reduction in the amount of data needed to be transmitted leads to significant energy savings for wireless sensor network reprogramming. At the same time, our approach is platform and programming language independent, and assumes no knowledge of program code structure.
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